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Abstract Mental rotation is the capacity to predict the
outcome of spatial relationships after a change in view-
point. These changes arise either from the rotation of the
test object array or from the rotation of the observer. Previ-
ous studies showed that the cognitive cost of mental rota-
tions is reduced when viewpoint changes result from the
observer’s motion, which was explained by the spatial
updating mechanism involved during self-motion. How-
ever, little is known about how various sensory cues avail-
able might contribute to the updating performance. We
used a Virtual Reality setup in a series of experiments to
investigate table-top mental rotations under different com-
binations of modalities among vision, body and audition.
We found that mental rotation performance gradually
improved when adding sensory cues to the moving
observer (from None to Body or Vision and then to Body &
Audition or Body & Vision), but that the processing time
drops to the same level for any of the sensory contexts.
These results are discussed in terms of an additive contribu-
tion when sensory modalities are co-activated to the spatial
updating mechanism involved during self-motion. Interest-
ingly, this multisensory approach can account for different
findings reported in the literature.
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Introduction

In everyday life, we often have to imagine ourselves from
another perspective in order to correctly drive our behavior
and actions within the environment. This process involves
mental rotations (or perspective taking), which can be defi-
ned as the capacity to mentally update either spatial rela-
tionships of objects or structural features within an object,
after orientation changes in the observer’s reference frame.
This dynamic process is considered as analogue to the
actual physical rotation of the objects or observer, and pro-
vides a prediction of the outcome of these relationships
after the rotation. The topic of the present research concerns
the specific contributions and interactions of different
senses to the spatial updating mechanism involved during
the observer motion in order to perform mental rotations.
Attempting to identify an object from an unusual view-
point requires a cognitive effort that has long been charac-
terized. The recognition of an oriented object from a novel
viewpoint is harder and reaction times are proportional to
the angular difference between the two orientations pre-
sented simultaneously (Shepard and Metzler 1971), which
suggests an on-going mental rotation process performed at
constant speed. Other studies also found view dependency
effects of spatial memory for object layouts presented suc-
cessively (Rieser 1989; Diwadkar and McNamara 1997).
Christou et al. (2003) investigated the effect of external
cues concerning the change in viewpoint on the recognition
of highly view-dependent stimuli. They found that both
visual background and indication of the next viewpoint
improved participants’ performance, thus providing evi-
dence for egocentric or view-based encoding of shapes.
When an observer is viewing an array of objects, the
same relative change in viewpoint can arise either from
object array rotation or from viewer rotation. Since in the
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absence of external visual cues, these two transformations
result in identical changes in the observer’s retinal projec-
tion of the scene, traditional models of object recognition
would predict a similar cognitive performance. Simons and
Wang (1998) compared for the first time these two situa-
tions in a table-top mental rotation task. Participants
learned an array of objects on a circular table. They were
then tested on the same array either after a change in view-
ing position or a rotation of the table, both leading to the
same change in relative orientation of the layout. They
found that when the change in orientation resulted from the
observer motion rather than from the table rotation, the rec-
ognition performance was much higher indicating an
improved mental rotation mechanism. Surprisingly, when
participants moved to a novel viewing position, perfor-
mance was better if the layout had remained static than if it
rotated in order to present the exact same view. This facili-
tation effect found for physically moving observers, often
referred to as the viewer advantage, has also been reported
in other types of mental rotation paradigms, namely with
imagined rotations (Amorim and Stucchi 1997; Wraga
etal. 1999, 2000), with virtual rotations (Christou and
Biilthoff 1999; Wraga et al. 2004), and finally for haptically
learned object layouts (Pasqualotto etal. 2005; Newell
etal. 2005). These findings strongly contradict earlier
object recognition theories and suggest the existence of dis-
tinct mechanisms at work for static and moving observers.
Until recently, the most widely accepted interpretation is
that when the change in viewpoint arises from the observer
locomotion, the latter benefits from the spatial updating
mechanism (Simons and Wang 1998; Wang and Simons
1999; Amorim etal. 1997). This updating mechanism
would allow integrating self-motion cues in order to
dynamically update spatial relationships within the test lay-
out, resulting in improved mental rotation performance.
Nevertheless, recent findings cast doubts on the interpreta-
tion of the locomotion contribution. Indeed, this advantage
was cancelled for larger rotations or when additional cues
indicating the change in perspective are provided (Motes
et al. 2006; Mou et al. 2009). Accordingly, a new interpre-
tation of the role of locomotion was formulated in the later
study: the updating involved during locomotion would sim-
ply allow keeping trace of reference directions between the
study and test views. In order to ensure that differences
arise exclusively from the spatial updating mechanism, in
the present study we used a table texture with clearly visi-
ble wood stripes that provide a strong reference direction in
every condition.

This updating mechanism, which has been proposed as a
fundamental capacity driving animal navigation behaviors
(Wang and Spelke 2002), can be fed by a variety of sensory
information. On one hand, the vestibular system provides
self-motion-specific receptors which in conjunction with
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the somatosensory inputs, allow humans and mammals to
keep track of their position in their environment even in
complete darkness, by continuously integrating these cues
(Mittelstaedt and Mittelstaedt 1980; Loomis et al. 1999).
On the other hand, since the 1950s, many studies have
emphasized how processing optic flow provides humans
with very efficient mechanisms to evaluate and guide self-
motion in a stable environment (Gibson 1950). Klatzky
et al. (1998) studied how visual, vestibular and somatosen-
sory cues combine in order to update the starting position
when participants are exposed to a two-segment path with a
turn. Systematic pointing errors were observed when ves-
tibular information was absent, which suggest an on/off dis-
crete contribution of the vestibular input, rather than a
continuous integration with other cues such as vision. In
our view, a reduction of sensory information should reduce
the global reliability of motion cues and therefore increase
errors, but not in such systematic fashion. Recent disorient-
ing maneuvers showed that updating object placed around
participants does not involve allocentric information (Wang
and Spelke 2000), suggesting that even if participants were
given time to learn their locations, object-to-object relation-
ships are not encoded. A recent study extended these results
showing that if participants learned the object layout from
an external point of view, which is the case of table-top
mental rotation tasks, object-to-object properties are
encoded and participants can point towards the objects even
after disorientation (Mou et al. 2006). The authors explain
that when objects are placed around participants, allocentric
properties such as intrinsic axis cannot be drawn easily, and
only the updating of egocentric representations can be used
to perform the task, which is impaired by disorientation.
Simons and Wang (1998) investigated whether back-
ground visual cues around the test layout played a role in
the viewer advantage using phosphorescent objects in a
dark room. Moving observers still yielded significantly bet-
ter mental rotation performance than static, although the
advantage was reduced compared to conditions in which
environmental cues were available. This reduction led us to
believe that in this task, different sources of information
could contribute to the viewer advantage, namely visual
cues. Nonetheless, in follow-up experiments these authors
reported that extra-retinal cues were responsible for this
advantage and claim that visual cues do not contribute at all
(Simons et al. 2002). In this study, very poor visual infor-
mation was available compared to previous work: static
snapshots before and after the change in viewpoint with a
rather uniform background were used. Participants experi-
enced only a limited field of view and were provided with
no dynamic visual information about their rotation. In the
present work, the visual contribution to the updating mech-
anism will be assessed independently from other modali-
ties. We believe that richer visual cues can in fact improve



Exp Brain Res (2009) 197:59-68

mental rotations, if not alone, at least contribute to the over-
all effect.

To summarize, several studies have manipulated modali-
ties (visual, vestibular, somatosensory) that could be
involved in the mental rotation process. Nevertheless, it is
not yet clear what are the exact contribution of these sen-
sory modalities and how they might interact together. In
particular, no previous study has really assessed the role of
audition, although relevant acoustic cues could also
improve mental rotations. The aim of the present research
was to use the exact same setup in order to compare mental
rotation performance of moving observers, when the spatial
updating mechanism is provided with unimodal informa-
tion or with different bimodal combinations. A multimodal
virtual reality platform was designed so as to systematically
measure the performance in a table-top mental rotation task
under different sensory contexts. We believe that the richer
the sensory context available for the updating mechanism
is, the better mental rotations will be. This new multisen-
sory approach of mental rotations will allow explaining a
large range of findings reported previously.

General methods
Participants

Twelve university students (4 females and 8 males, mean
age 24.4 4 3.3) participated in experiment A and another
12 (5 females and 7 males, mean age 24.5 &+ 3.9) partici-
pated in experiment B. All were right-handed except one in
experiment A and two in experiment B. All had normal or
corrected-to-normal vision. None of the participants knew
of the hypotheses being tested.

Apparatus

The experiments were conducted using an interactive Vir-
tual Reality setup that immersed participants in a partial
virtual environment. The setup consisted of a cabin
mounted on the top of a 6 degree of freedom Stewart plat-
form (see Fig. 1, left panel). Inside of this completely
enclosed cabin was a seat and a round physical table having
a diameter of 40 cm that was placed between the seat and a
large projection screen. The seat position was adjusted in
order to have a constant viewing position across partici-
pants (50 cm away from the table central axis, 38.5 cm
above the table surface, and 138 cm away from the front
projection screen, subtending 61° of horizontal FOV). A
real-time application was developed using Virtools™, a
behavioral and rendering engine, in order to synchronously
control the platform motion, the visual background and the
table layout with the response interface. An infrared camera

Fig. 1 Left A sketch of the experimental setup. Participants sat inside
a closed cabin mounted on a motion platform that contained a front
projection screen displaying the virtual scene, a table placed in the
middle of the cabin with a screen and touch screen embedded display-
ing the test object layout and recording the participant answers. The
different motion cues available during the viewpoint changes were
achieved with a combination of the following manipulations: P the
platform rotation, R the room rotation on the front screen, 7 the layout
rotation on the table screen, and a speaker providing a stable external
sound cue. Right The five objects used in the spatial layouts: a mobile
phone, a shoe, an iron, a teddy bear and a roll of film

in the cabin of the setup allowed the experimenter to con-
tinuously monitor the participants. In the following sec-
tions, we will specify how viewpoint changes were done,
how the test objects were displayed, and how the response
interface was designed.

Changes in observer position

In every trial the participants were rotated passively around
an off-vertical axis centered on the tabletop using different
combinations of motion cueing such as, body motion,
visual scene motion, and acoustic scene motion. Note that
this rotation corresponds to a rotation in the simulated envi-
ronment, therefore in the case of purely visual rotations, the
participant is not physically rotated. In each of the modali-
ties, the rotation corresponded to the same smooth off-axis
yaw rotation performed around the table’s vertical axis. The
rotation amplitude was always 50° to the right and the dura-
tion was 5 s using a raised-cosine velocity profile. The body
rotations around the table were performed via a rotation of
the platform that stimulated the vestibular system (canals
and otoliths) and to a lesser extent proprioception from the
inertial forces applied to the body. The visual scene rotation
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corresponded to the rotation of the viewpoint in the virtual
environment. This environment was displayed on the back
screen and consisted of a detailed model of a rectangular
room (a 2 m wide x 3 m long indoor space with furniture).
The acoustic scene rotation corresponded to the rotation of
a church bell ringing during the entire rotation. The bell
was outside the virtual room, and the sound was played
using a loudspeaker that was placed 30° to the right of par-
ticipants in the initial position at a height of 1.05 m. Note
that with this setup, since the auditory stimulation was
static, it was necessarily combined with the body rotation
and its contribution was not assessed independently. At the
end of the trials involving body motion, the repositioning of
the motion platform to the starting position was performed
using a trapezoidal velocity profile with a maximum instant
velocity of 10°/s.

The table and the objects

For the mental rotation task, the same five objects were
used to create the spatial layouts (mobile phone, shoe, iron,
teddy bear, roll of film, see Fig. 1, right panel). The size and
familiarity of these objects were matched. The size was
adjusted so as to have equivalent projected surfaces on the
horizontal plane and limited discrepancy in height across
objects. As for the familiarity, we chose objects from
everyday life that could potentially be found on a table.
These layouts were displayed on a 21 in. TFT-screen that
was embedded in the cylindrical table physically placed in
the middle of the cabin and virtually located in the center of
the room (see Fig. 1, left picture). Only a disc section of
this screen was visible (29 cm diameter). The object config-
urations were generated automatically according to specific
rules to avoid overlapping objects. Both the virtual room
and the objects on the table were displayed using a passive
stereoscopic vision technique based on anaglyphs. There-
fore, during the entire experiment, participants wore a pair
of red/cyan spectacles in order to correctly filter each image
that was to be displayed for each eye. Independently of the
participants’ rotations, the table and object layout could be
virtually rotated while hidden.

The response interface

The mental rotation task required participants to select
the object from the layout that was moved. In order to
make the responding as natural and intuitive as possible,
we used a touch screen mounted on the top of the table
screen allowing participants to pick objects simply by
touching the desired object with the index finger of their
dominant hand. The name of the selected object was dis-
played on the table screen at the end of the response
phase, in order to provide a possible control for errors in
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the automatic detection process. Reaction times (RTs)
were recorded.

Procedure

In the present work, we will compare different combina-
tions of sensory cues available during the changes in posi-
tion of the observer, resulting from two separate
experiments. The results will then be compared to those of
a previous experiment (Lehmann et al. 2008), in which for
some conditions the observer remained in the same posi-
tion. The latter validated the experimental setup by replicat-
ing as close as possible the first experiment of (Wang and
Simons 1999). Nonetheless, all conditions will be detailed
below and the associated experiment will always be men-
tioned.

Time-course of a trial

On each trial, participants viewed a new layout of the five
objects on the table for 3 s (learning phase). Then the
objects and the table disappeared for 7 s (hidden phase).
During this period, participants and the table could rotate
independently in the virtual room, and systematically one
of the five objects was translated 4 cm in a random direc-
tion, insuring that the movement avoided collisions with
the other four. The objects and the table were then dis-
played again, and participants were asked to pick the object
they thought had moved.

Experimental conditions

As illustrated in Fig. 2, the experimental conditions are
defined by a combination of two factors: the view of the
layout (same or rotated) and the sensory context available
(Vision, Body, Body & Audition, Body & Vision and None).
The changes in position were done during the hidden phase
where participants were passively rotated counter-clock-
wise around the table by 50° to the second viewpoint, with
a given sensory context. The description of the conditions
will be done in pairs, corresponding to the two possible val-
ues of the test view of the layout. Note that this factor is
defined according to an egocentric reference frame. In trials
with the same view, participants were tested with the same
view of the table as in the learning phase; therefore, the
table was rotated so as to compensate for the observer rota-
tion. In trials with rotated view, they were tested with a
clockwise 50° orientation change resulting from the rota-
tion of the observer around the table.

Experiment A addressed the role of visual cues (condi-
tions in the Vision row of Fig. 2). There was a pair of exper-
imental conditions in which participants were provided
with visual information about their rotation by means of the
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Learning Test conditions
Motion Rotated view Same view
sensory context (mental rotation) (control condition)
Virtual room
|
Vision
(Exp. A)
Darkness Darkness Darkness
Body : ;
(Exp. B)
' : ® ®
Darkness I Darkness I Darkness I
| |
Body & Audition
(Exp. B)
' : ®
Virtual room Virtual room Virtual room
Body & Vision® g
®P® RIG)
Virtual room Virtual room Virtual room
None* | \y |
Static observer g g

Fig. 2 Tllustration of the experimental conditions according to differ-
ent simulated self-motion sensory contexts (consistent manipulations
of body physical position, visual orientation in the virtual room and
external sound source). P, R and T indicate the technical manipulations
detailed in Fig. 1 involved in each condition. The first column shows

projected room rotation in the front screen, and no physical
motion of the platform. Experiment B addressed the role of
auditory and vestibular cues (conditions in the Body and

the learning context while the other two show the corresponding test
conditions with an egocentric rotation of the layout’s view (5 mental
rotation conditions) or not (5 control conditions). The two asterisked
sensory contexts in the bottom were studied in the validation experi-
ment published elsewhere (Lehmann et al. 2008)

Body & Audition rows). The two pairs of conditions were
either a pure vestibular rotation, or the vestibular rotation
coupled with an acoustic cue, always in the dark. The
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acoustic cue was a static external sound source, a church
bell played through a loudspeaker (see Fig. 1), thus rotating
in the egocentric reference frame.

The validation experiment published elsewhere addressed
on the one hand the role of visio-vestibular cues (conditions
in the Body & Vision row) when participant’s position was
changed, and on the other hand the baseline performance
when the participant remained in the same position and
only the table rotated (conditions in the None row). In the
latter condition, there was no sensory cue about the partici-
pant rotation, though they were informed about the table
rotation. In the four conditions involved, the visual environ-
ment was visible and could rotate accordingly with the plat-
form in the case of a change in position.

Experimental design

In all the experiments, each condition was tested 20 times.
In order to avoid both the difficulties in switching from one
condition to another, and possible order effects, trials were
partially blocked within conditions and their order was
counterbalanced both within and across participants using a
nested Latin-Square design (as in Wang and Simons 1999).
The rank of the Latin-Square corresponded to the number
of experimental conditions that a given participant was
tested on (2 or 4 for experiments A or B, respectively). Tri-
als were arranged into blocks (10 or 20 trials) where all
conditions were tested for five successive trials. The orders
of the conditions within these blocks were created using a
Latin-Squares design, and each participant experienced all
of these blocks. Finally, the order of these blocks was coun-
terbalanced across participants, also using a Latin-Squares
design. At the beginning of each block, participants were
informed of the condition with a text message displayed on
the front projection screen. This defined whether and how
the view of the layout would change (“The table will
rotate” or “You will rotate around the table”) or remain the
same (“Nothing will rotate” or “You and the table will
rotate”). Experiments A and B lasted approximately 45 and
75 min, respectively.

Data analysis

The statistical analyses of the accuracy and RT were done
using two kinds of repeated measures ANOVA designs,
according to whether the comparison across sensory con-
texts were within or between participants from the three
experiments (A, B and validation). The independent vari-
ables were the view of the layout (same or different) and the
sensory context, the latter being either a within participants
factor or a group factor (between participants). For each
participant, accuracy and RT costs of the mental rotations
in a given motion sensory context were computed as the
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difference between trials where the view of the layout was
the same and trials where it was rotated. Costs were intro-
duced to facilitate the presentation of the results, as
comparing them across sensory context is statistically
equivalent to the analysis of the interaction between the two
independent factors (view of the layout x sensory context).
Note that for RTs, the cost signs were inverted for consis-
tency.

Results

Performance in this task has consequences on two observ-
able variables: the accuracy in the moved object detection
and the RT. Accuracy is more related to the efficacy of the
mechanisms involved, whereas RT provides an indication
of the cognitive processing time. The accuracy chance level
for this task was 20%, therefore even in the worst condi-
tion, participants performed well above. The accuracy and
RT measured in experiments A and B, as well as baseline
data from the previous validation experiment, are presented
in Fig. 3 (top plots) together with the associated sensory
context costs (bottom plots).

The accuracy cost when only the table rotated without
motion cues (None: 34%) was not statistically different than
with vestibular cues [Body: 32%, F(1,22) =0.32; P =0.6]
or with visual cues [Vision: 28%, F(1,22) = 1.32; P = 0.26].
Nevertheless, the associated RT costs were significantly
shorter of 830 ms for Body [F(1,22) =6.2; P <0.02) and
marginally shorter of 600 ms for Vision [F(1,22)=2.6;
P =0.12]. When two modalities were available, the accu-
racy cost was statistically lower than without motion cues,
for both Body & Audition [20%, F(1,22)=7.9; P <0.01]
and Body & Vision [14%, F(1,11) =12.5; P <0.005], and
the RT cost was significantly shorter for both Body & Audi-
tion of 1,180 ms [F(1,22) =11.1; P <0.005] and Body &
Vision of 570 ms [F(1,11) =6.7; P < 0.03]. Planned com-
parisons showed that the significant improvement in the
performance detailed above stem from statistical differ-
ences when the layout view is the same (control conditions)
for the accuracy costs of Body & Audition (P < 0.02) and
Body & Vision (P < 0.001), whereas they stem from statisti-
cal differences when the layout view is rotated (mental rota-
tions) for the RT costs of Body & Audition (P < 0.04), and
marginally for Body (P=0.078) and Body & Vision
(P =0.083). These results indicate that when participants
were provided with unimodal sensory contexts, spatial
updating allowed for shorter processing times although the
mechanism was not more efficient. In turn, both accuracy
and RTs improved when participants were stimulated by a
combination of two modalities.

The accuracy costs of the studied bimodal sensory con-
texts were always statistically different than each associated
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Fig. 3 The mental rotation task performance plotted together with the
results from the previous experiment. The average accuracy and reac-
tion times as a function of the change in layout view (fop plots), and the
corresponding mental rotation costs (bottom plots), for the various sen-

unimodal contexts: Body & Audition versus Body [F(1,11) =
13.1; P <0.005]; Body & Vision versus Body [F(1,22)=9.8;
P <0.005]; Body & Vision versus Vision [F(1,22)=4.6;
P <0.05]. Here, again these differences stemmed rather
from the conditions in which participants were tested with
the same layout (with P <0.04, P <0.001 and P=0.11,
respectively). None of these effects was found in the analy-
ses of the RT.

General discussion

To summarize the results, first the performance improved
for unimodal sensory contexts as indicated by the shorter
processing times (RT), as compared to when the partici-
pants remained in the same position and only the table was
rotated. Second, with bimodal sensory contexts, the perfor-
mance improved in efficacy (accuracy) as compared to uni-
modal as well as static situations. Third, the processing
times were not different between unimodal and bimodal sit-
uations, but were shorter than when participants were not
moved. Fourth, although in terms of efficacy, the perfor-
mance improve stemmed from the conditions in which par-
ticipants were tested with the same view of the layout, the
shorter processing times resulted from the conditions in
which participants were tested with rotated views.

Body & Audition Body & Vision

7000 1 H Same view
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None Body Vision Body & Audition Body & Vision
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sory combination contexts: Body, Vision and Body & Audition (from
the current experiments), None and Body & Vision (from the previous
validation experiment). The error bars correspond to the inter-individual
standard error

Interpreting our results in a sensory-based framework

Taken together, these findings allow concluding that there
is a gradual efficacy increase of the spatial updating mecha-
nism underlying mental rotations when adding sensory cues
to the moving observer, but that the processing time drops
to the same level for any of the sensory contexts. This is
consistent with the idea that the updating is an ongoing pro-
cess, which takes the same amount of time independently
of the modalities available. This suggests that it is always
the same spatial updating mechanism at stake during self-
motion, which is sensory-independent but with additive
effects when different sensory modalities are consistently
co-activated. Note that this improvement of spatial updat-
ing should not be considered as quantitatively dependent on
the number of sensory modalities stimulated, but rather on
the global richness of the cues involved. This predicts a
minimal cost in an ecological environment that would be
maximally rich in terms of relevant sensory cues available,
which is in line with the previous results obtained with real
setups that showed a negative cost (Simons and Wang
1998). The fact that our experimental platform uses mixed
elements of a physical and virtual setup allowed for innova-
tive multisensory stimulations, despite the limitations in
terms of ecological validity. Indeed, while previous appara-
tus have offered limited (real setups) to null (imagined)
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assessment of the modality contributions, we could manip-
ulate independently a large set of sensory combinations
involved when an observer is moving.

The findings reported here provide strong evidence that
spatial updating of a memorized object layout requires a
certain amount of continuous motion-related information in
order to bind cognitively the layout with the change in
viewpoint. We showed that this binding could be per-
formed efficiently if a minimal sensory context provides the
observer with information about his own movements.
Indeed, visual information alone was sufficient to exhibit an
advantage for moving observers, and we believe that with
maximally rich visual information (full field of view and a
natural environment) this improvement could have been
observed in the accuracy also. Moreover, combining the
visual modality with vestibular information also improves
the performance, which again indicates that vision plays a
role in the mental rotation task when resulting from
changes in observer position. These findings clearly contra-
dict the claims of (Simons et al. 2002). Similarly, combin-
ing an auditory cue with the vestibular stimulation also
resulted in a significant improvement of mental rotations,
showing the possibility to use stable acoustic landmarks for
the spatial updating mechanism.

Inhibition of the automatic spatial updating process

Finally, we should comment why, in terms of spatial updat-
ing efficiency only, the accuracy cost reduction observed
for each sensory context seems to be produced by the
decrease in performance of the control conditions (same
view), and to a lesser extent by the improvement of the
mental rotation conditions (rotated view). Note that it was
the contrary for the drop in processing times. In fact, the
spatial updating mechanism being automatic, in four of the
control conditions it must be inhibited in order to perform
the task with the same view of the layout. Otherwise the
expected view would not match the tested view, even
though it is precisely the learned view. Still considering the
sensory-based framework, it is easy to understand that the
richer the sensory cues about the rotation of the observer
are, the harder will be preventing the automatic spatial
updating mechanism from working. In fact, the inhibition
of the updating is only effective when little or no sensory
cues about self-motion are present. This is exactly what we
observed in our experiment. It explains why the control
conditions get impaired, and the one with no motion cue at
all gets the best performance. Conversely, the better the
motion cueing is, the best spatial updating performance will
be, resulting in an improved mental rotation performance.
As commented before, in our setup the visual and the body
stimulations could have been richer, which lead to not as
improved mental rotation performance as one could expect.
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Nevertheless, what really matters is the global effect of the
sensory context on the cost of the mental rotation, which is
characterized by the difference between the mental rotation
condition and the control condition within the same sensory
context.

Accounting for previous findings

Interestingly, our sensory-based framework also accounts
for the wide range of cost reduction that has been previ-
ously reported in the literature. Indeed, in a real setup
where all cues are naturally available, this cost can even
become negative (Wang and Simons 1999), which means
that for moving observers, it is easier to perform a mental
rotation than to have to keep the same layout view in mem-
ory. This result can be explained by the great difficulty of
preventing the automatic updating process when the
observer is moving, which is necessary if the table also
rotates in order to preserve the same view. As discussed in
the previous section, the inhibition of the updating is only
effective when little or no sensory cues about self-motion
are present, again showing the link with the sensory rich-
ness. Nevertheless, in the previous experiments the mental
rotation cost for moving observers was also reduced when
the sensory context was not maximal, such as passively
moved observers (Wang and Simons 1999) or provided
with no visual background (Simons and Wang 1998).
According to our framework, the amount of mental cost
reduction depends on the richness of cues provided by the
diverse experimental setups and conditions. It is thus even
possible to extend it to imagined rotation studies; the sce-
nario given to the participants and their vividness of imagi-
nation modulated the strength of the effect (Amorim and
Stucchi 1997; Wraga et al. 1999, 2000).

When it comes to the effect of the manipulation of the
visual background, the interpretations provided by different
authors has not always been consistent. Some claim that the
updating of object structures for moving observers is medi-
ated by extra-retinal cues alone, and that visual cues pro-
vided by the background do not contribute (Simons et al.
2002). Our findings contradicted to some extent this con-
clusion. Although we could not provide evidence that
visual cues alone can lead to a significant cost reduction—
for reasons discussed previously—we found that together
with the vestibular and somatosensory cues, the facilitation
becomes significant. The fact that individual cues alone are
not sufficient to properly enhance mental rotations, shows
that visual information contributes to the quality of the
updating mechanism. As we explained before, we believe
that the manipulation of the visual cues in the study of
Simons et al. was not convincing. Indeed, only visual snap-
shots of before and after the rotation were provided, with
no dynamic information about the observer’s change in
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viewpoint. According to our sensory interpretation of the
viewer advantage effect, it is not surprising that they could
not find significant improvement in the mental rotation task
with such a limited “amount” of sensory information and
continuity about the rotation.

Allocentric encoding versus additional sensory cue

In a recent study using a similar paradigm, Burgess et al.
(2004) introduced a phosphorescent cue card providing a
landmark external to the array. This cue card could be con-
gruent with an egocentric reference frame (i.e., move with
the observer) or with an allocentric reference frame (i.e.,
remain static in the room). They independently manipulated
three factors (subject viewpoint S, table T and cue card C)
in order to test three different types of representations of
object locations based either on visual snapshots, or ego-
centric representations that can be updated by self-motion,
or allocentric representations that are relative to the exter-
nal cue. They found that the consistency with the cue card
also allowed for improved performance, although less
markedly than for static snapshot recognition or for the
updating of an egocentric representation. They conclude
that part of the effect attributed to egocentric updating by
Wang and Simons can be explained by the use of allocen-
tric spatial representations provided by the room.

In our view, there is a confound between the level of
spatial knowledge representation and the level of spatial
information processing. Indeed, speaking of visual snap-
shots defines one way of storing spatial relationships using
mental imagery, therefore stands at the representational
level. Recognition tasks relying on this type of storage are
more efficient when the view is not changed, as detailed in
the introduction, showing its intrinsic egocentric nature. In
contrast, speaking of representations updated by self-
motion involves both an egocentric storage (representa-
tional level), which might well be visual snapshots after all,
and the spatial updating mechanism (processing level),
which allows making predictions about the outcome after a
change in viewpoint, provided that continuous spatial infor-
mation is available. Finally, we believe that for these table-
top mental rotation tasks, the use of extrinsic allocentric
cues enabling the encoding of object-to-environment spa-
tial relationships may not be very efficient given the short
presentation delays and the distance between the table and
the possible external cues. Instead, intrinsic object-to-
object relationships within the layout are probably encoded.
Indeed, learning intrinsic directions improves recognition
(Mou et al. 2008a), and the movement of an object within
the layout is more likely detected when the other objects are
stationary than when they move (Mou etal. 2008b).
Finally, the updating of such spatial structure during loco-
motion would rely on an egocentric process in which the

global structure orientation is updated in a self-to-object
manner. In other words, locomotion would allow keeping
track of the layout’s intrinsic “reference direction”, as
described by Mou et al. (2009). Nonetheless, these refer-
ence directions are not necessarily allocentric (e.g. related
to the environment).

The multisensory approach introduced in this paper
brings another explanation to the cue card effects reported
and the so-called use of allocentric representations. One can
distinguish two types of self-motion cues that can be pro-
cessed in order to update spatial features, those provided by
internal mechanisms (idiothetic information, as defined by
Mittelstaedt and Mittelstaedt 1980), and those coming from
external signals (allothetic information). On one hand, since
idiothetic information includes signals from the vestibular
and somatosensory systems and efferent copies of motor
commands, they are intrinsically egocentric. On the other
hand, allothetic information provided for instance by optic
or acoustic flow must rely on stable sources of the environ-
ment in order to be efficient. These sources are then allocen-
tric in nature. Indeed, without a stable world, a moving
observer could not use static sources in order to correctly
integrate their egocentric optic flow. Therefore, the cue card
introduced in the experiment of Burgess et al. (2004) can be
considered as nothing more than a stable visual landmark
that contributes to the perception of self-motion and pro-
vides an additional sensory cue to the updating mechanism.
Accordingly, let us compare the resulting mental rotation
costs when adding this visual cue to the sensory context of
the observer’s motion around the table. We find a consider-
able improvement when adding this visual cue (ST — S =
—12%, stable cue card) as compared to the body cues alone
(STC — SC = —2%, moving cue card).

Conclusion

The original contribution of this work is to have directly
assessed the influence of sensory cue richness on the qual-
ity of the spatial updating mechanism involved when pre-
dicting the outcome of a spatial layout after the observer’s
position change. We found that the sensory contribution to
the egocentric updating mechanism in table-top mental
rotation tasks is additive: the richer the sensory context dur-
ing observer motion is, the better mental rotations perfor-
mance will be. Finally, we showed that this multisensory
approach can account for most of the findings reported pre-
viously using similar tasks. In particular, it provides an
alternate interpretation to the allocentric contribution intro-
duced by Burgess et al. (2004). Indeed, there is a more eco-
logical explanation based on the multisensory redundancy
processed by our brains, in order to efficiently update infor-
mation while moving.
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